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We introduce a theory of blame in five parts. Part 1 addresses what blame
is: a unique moral judgment that is both cognitive and social, regulates
social behavior, fundamentally relies on social cognition, and requires
warrant. Using these properties, we distinguish blame from such
phenomena as anger, event evaluation, and wrongness judgments. Part 2
offers the heart of the theory: the Path Model of Blame, which identifies the
conceptual structure in which blame judgments are embedded and the
information processing that generates such judgments. After reviewing
evidence for the Path Model, we contrast it with alternative models of
blame and moral judgment (Part 3) and use it to account for a number of
challenging findings in the literature (Part 4). Part 5 moves from blame as a
cognitive judgment to blame as a social act. We situate social blame in the
larger family of moral criticism, highlight its communicative nature, and
discuss the darker sides of moral criticism. Finally, we show how the Path
Model of Blame can bring order to numerous tools of blame management,

including denial, justification, and excuse.
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For centuries, “moral psychology” referred to a
domain of inquiry in philosophical ethics. Over the
past decade, however, a substantial body of theoreti-
cal and empirical work has emerged that constitutes
“moral psychology” as an interdisciplinary field
poised to answer fundamental questions about mind
and sociality: How do norms and values guide behav-
ior? What faculties underlie moral judgment and
moral action? How do these faculties relate to social
cognition and emotion?

Our goal in this article is to elucidate one central
element of moral psychology: blame. Blame, wrote
Beardsley (1970), “has a power and poignancy for
human life unparalleled by other moral concepts”
(p. 176). We introduce a theory of blame in five parts.
Part 1 addresses what blame is and is not. We propose
that it is a unique type of moral judgment and has four
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properties: It is both cognitive and social; it regulates
social behavior; it fundamentally relies on social cog-
nition; and, as a social act, it requires warrant. These
four properties allow us to distinguish blame from
several other phenomena, such as anger, event evalu-
ation, and wrongness judgments.

Part 2 offers the heart of the theory: the Path
Model of Blame, which identifies the conceptual
structure in which blame judgments are embedded
and the information processing that generates such
judgments. We also review the substantial indirect
and more recent direct evidence for the Path Model
of Blame.

Part 3 contrasts the Path Model with a number of
alternative models of blame and moral judgment,
including responsibility models, models of motivated
blame, and models of affect-based moral judgment.
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Part 4 introduces a number of challenging findings
in the moral psychology literature and probes how
the Path Model can account for them.

Part 5 moves from blame as a cognitive judg-
ment to blame as a social act. We situate social
blame in the larger family of moral criticism,
highlight its communicative nature and construc-
tive potential, but also discuss the darker sides of
moral criticism. Finally, we show how the Path
Model of Blame can bring order to numerous find-
ings on social blame ma-nagement, including
denial, justification, and excuse.

Three Types of Moral Judgment

In the family of moral judgments we must distin-
guish at least three types':

1. Setting and affirming norms, such as declaring a
prohibition, expressing an imperative, or avow-
ing one norm as overriding another.

2. Evaluating events (outcomes, behaviors) in light
of those norms, such as by judging an event as
bad, good, wrong, or (im)permissible.

3. Evaluating agents for their involvement in such
norm-relevant events, such as by judging some-
one as morally responsible, blameworthy, or
praiseworthy.

The key difference between these three types of
judgment is that Type 1 engages directly with norms,
whereas Types 2 and 3 make evaluative judgments in
light of those norms, with Type 2 directed at events
and Type 3 directed at agents. We mostly set aside
Type 1 judgments and assume that moral perceivers
have some norm system (Nichols, 2002) but some-
times vehemently disagree over specific norms
(Skitka, Bauman, & Sargis, 2005; Tetlock, 2003). We
focus on blame as the paradigmatic Type 3 judgment
but show how it both relies on and goes beyond Type
2 judgments.

Part 1: What Blame Is and Is Not

What Blame Is: Four Fundamental Properties

1. Blame Is Cognitive and Social

The cognitive, private side of blame is the process
that leads to a judgment of blame; the social, public
side is the act of expressing a blame judgment to
another person. When and why cognitive blame
occurs (e.g., in response to certain stimuli, with

' A potential fourth type comprises ascriptions of moral disposi-
tions, but nothing in our theory depends on whether such a distinct
fourth type exists.

148

characteristic information processing, aided by cer-
tain emotions) differs from when and why social
blame occurs (e.g., guided by goals, roles, and
norms). A comprehensive theory of blame must
address both sides, as well as the relationship between
them (Coates & Tognazzini, 2012a). This relationship
is typically described in only one direction, as social
blame expressing cognitive blame (Beardsley, 1970;
Zaibert, 2005). But we propose that the relationship
also goes in the other direction: that cognitive blame
is critically constrained by and inherits properties
from social blame.

2. Blame Is Social Regulation

Morality regulates individual behaviors so they
come in line with community interests and sustain
social relations (Deigh, 1996; Flack & de Waal,
2000; Haidt, 2008; Joyce, 2006; Rai & Fiske, 2011).
Part of this morality rests on biological foundations
in mammal social-emotional life (Churchland, 2012;
de Waal, 2006). Those include motives for belonging,
caring, and shared experience. But in human history,
biological instincts alone did not suffice for social
regulation. People had to be motivated to act not only
in accordance with their intrinsic social desires (e.g.,
to belong, to be accepted; Baumeister & Leary, 1995)
but also in accordance with social expectations for
sharing (e.g., food), reciprocity, self-control (e.g.,
politeness, modesty), and recognition of others’ rights
and vulnerabilities. This kind of cultural morality reg-
ulates behavior by way of norms and values (Sripada
& Stich, 2006; Sunstein, 1996; Thierry, 2000), which
have been taught, learned, and enforced during
humans’ nomadic small-group past (Wiessner, 2005;
Woodburn, 1982) and were vastly expanded in the
last 10,000 years (Tiger, 2000). Of importance, cul-
tural morality has succeeded by tying norm compli-
ance to the fulfillment of social-biological needs:
adhering to norms promises positive social relations,
status, resources, and shared experiences, whereas
violating norms jeopardizes these social benefits
(Chudek & Henrich, 2011). Blaming and praising
people for their behaviors is a key mechanism to
implement such patterns of social-cultural regulation
(Cushman, 2013).

3. Blame Relies on Social Cognition

Because blame’s primary and original function is
to publicly regulate community members’ conduct, it
is a judgment directed at a person who has caused or
done something norm violating (e.g., Scanlon, 2008;
Sher, 2006). As a person judgment, blame relies on
person perception or “social cognition”’—the suite of
concepts and processes that allow people to make
sense of human behavior (Malle, 2008). Social cogni-
tive information processing comes for free, as it
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were, for judgments of blame (Guglielmo, Monroe, &
Malle, 2009). Of importance, a subset of this social-
cognitive information serves as conditions or
“criteria” for assigning blame, most prominently
intentionality and mental states (Alicke, 2000;
Cushman, 2008; Guglielmo et al., 2009; Shaver,
1985). These particular social-cognitive criteria
underlie blame, we suspect, because of their effec-
tiveness in regulating behavior (McGeer, 2012a,
2012b). For example, by strongly responding to inten-
tional norm violations and by blaming preventable
but not unpreventable unintentional behaviors, moral
perceivers focus on the behaviors that are most under
the agent’s control.

4. Blame Requires Warrant

Because social blame regulates behavior by criti-
cizing or even devaluing the blamed agent, it is a
strong and potentially damaging intervention. As a
result, acts of blaming are themselves subject to
social norms (Coates & Tognazzini, 2012b). In par-
ticular, social blaming carries a burden of warrant:
The blamer must be able to offer grounds for why the
agent deserves the attributed blame (McKenna,
2012). Whereas one can say, “It’s just wrong, I can’t
tell you why,” it would be socially unacceptable to
say, “He deserves blame, but I can’t tell you why.”?
One of the pivotal ways in which social blame and
cognitive blame are intertwined is that the warrant for
social blame resides in large part in the very criteria
on which people normally base their cognitive judg-
ments of blame (Roskies & Malle, 2013), such as
causality, intentionality, and preventability. (We dis-
cuss these criteria in detail in the next section.)
Because of this demand of warrant for social blame,
the blamer must not only acquire information that
counts as such warrant but also keep this information
accessible when expressing a judgment of blame.
And even though the blamer can be in error, can con-
fabulate or lie, the community can fact-check the
blamer’s warrant. We suggest that one of the major
properties of blame is that the demand on social
blame to offer warrant puts pressure on the fidelity
and transparency of cognitive blame (cf. Lerner &
Tetlock, 1999).

2Findings on “moral dumbfounding” (Haidt, Koller, & Dias,
1993; Uhlmann & Zhu, 2013) all concern Type 2 judgments of
why something is “wrong,” not Type 3 judgment such as why
somebody is to blame. It may be true that people often do not have
access to the origins and justifications of their event-directed (Type
2) moral judgments. But things are different for Type 3 judgments
like blame: Only if people generally have access to the informa-
tional basis of their blame judgments (e.g., inferences of intention-
ality or preventability) can they demand, offer, and negotiate such
information as warrants for their acts of blaming. Indeed, Bucciar-
elli, Khemlani, and Johnson-Laird (2008, Study 3) showed that
people had no trouble explicating (in a think-aloud protocol) why
one of two agents was more blame- or praiseworthy than another.
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Figure 1. Relationships between cognitive and social blame. (Color
figure available online.)

We depict the relationships among the social and
cognitive properties of blame in Figure 1. Having
proposed what blame is, we can proceed to state what
blame is not.

What Blame Is Not

Blame Is Not Merely Anger

Blame judgments and social acts of blame are
frequently (but not necessarily) accompanied by
anger. Anger and blame share some properties
(e.g., both are easily elicited by injustice; Wranik &
Scherer, 2010), and some researchers even character-
ize anger as relying on attributions of blame (e.g.,
Averill, 1983), but the two should not be equated
(Berkowitz & Harmon-Jones, 2004). There is the
nontrivial fact that we can say, “He felt anger” but
not “He felt blame.” There are cases of blaming
without anger (e.g., participants in experiments who
make blame ratings about fictitious behaviors; peo-
ple with high levels of patience or compassion; Pet-
tigrove & Tanaka, 2013); and there are cases of
anger without blaming (K. B. Anderson, Anderson,
Dill, & Deuser, 1998; Herrald & Tomaka, 2002).
More systematically, anger differs on several of
blame’s defining properties: Unlike blame, anger
can be directed at or caused by impersonal events
(e.g., unpleasant weather, C. A. Anderson, Deuser,
& DeNeve, 1995; physical pain, Fernandez & Turk,
1995); anger can and often does occur without
accessible warrant (“I am just angry at her, I don’t
know why”; cf. Shaver, Schwartz, Kirson, &
O’Connor, 1987); and, by itself, anger is not an
effective tool of social regulation.’

*There has been some debate in philosophy about whether
anger may have positive social functions, but these proposals dis-
cuss not mere anger but “angry blame” (Wolf, 2011), “righteous
blame” (Frye, 1983), “moral anger” (Prinz, 2007) or indignation
and resentment (MacLachlan, 2010)—all suspiciously close to
blame itself and therefore likely to inherit the social functions of
blame.
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Blame Is Not Merely Event Evaluation

According to Haidt (2001), “Moral judgments are
... defined as evaluations (good versus bad) of the
actions or character of a person” (p. 817). We agree
that people often make such good-bad evaluations,
both about nonbehavioral events (a broken window)
and behavioral events (a person breaking a window).
But these are what we have called Type 2 moral judg-
ments, lacking all of blame’s properties: they are not
about a person; they rarely require social-cognitive
information (e.g., intentionality, reasons), they do not
demand warrant, and they only indirectly regulate
behavior by reaffirming a norm.

Blame Is Not Merely a Wrongness Judgment

When examining lay definitions of blame, Pearce
(2003) found that fewer than 2% of definitions
referred to the wrongness of a behavior, and Cushman
(2008) showed that people differentiate between
wrongness and blame. Within our theoretical frame-
work, too, several properties distinguish blame from
wrongness judgments.

First, whereas blame judgments target an agent,
wrongness judgments target a behavior, and typically
an intentional one (“stealing is wrong”; “it was wrong
not to tell her the truth”). A participant in Haidt and
Hersh’s (2001, p. 210) study illustrates the distinction
between these judgments. When explaining why she
objected to gay male intercourse, she said, “I don’t
think it’s their fault, I don’t blame them, but I still, I,
I have a problem, morally with it.” She does not
blame the persons for engaging in the behavior, but
she finds the behavior morally wrong.

Second, as mentioned earlier, whereas blame judg-
ments require warrant, wrongness judgments do not.
When saying something is wrong, people often sim-
ply assert that a norm has been violated: “It’s just
morally wrong!” (CBS Evening News, April 25,
2010) and explicate at most which norm was violated:
“What James had done was wrong because it violated
pre-existing rights of Englishmen” (Claus, 2004, p.
136); “war is wrong because it conflicts with Chris-
tian principles” (Watson, 1999, p. 64). In sharp con-
trast, blame judgments are warranted by citing
information specific to the person committing the
norm violation, such as causality (‘“her parents were
to blame for her obesity because they’d started over-
feeding her at birth”’; Morrison, 2010, p. 14), capacity
(“TI blame the police department because ... they
could have nipped this in the bud”; Rivera, August
19, 1992), obligation (“He should have tried ... to
get her some help”’; Hogan, April 10, 2007); and
above all, mental states (e.g., “The chairman knew
that his action would have caused damage”; “He
did not really care about the environment”; Zalla &
Leboyer, 2011).

We summarize in Table 1 the properties of blame
and how these properties distinguish blame from
other judgments.

With this understanding of what blame is and is
not, we turn to the concepts and information process-
ing that underlie cognitive blame judgments and that
provide warrant for social blame. We should empha-
size that this focus on concepts and information proc-
essing in no way denies the role of affect and
emotion in blame or the possibility of motivated rea-
soning. In fact, because our model identifies the

Table 1. Properties of Blame and How They Distinguish Blame From Related Constructs.

Directed at What Relying on Social Social Regulation Warrant?
Object Cognition? of Behavior?
Blame judgment Persons Yes: Direct by way of Yes:
intentionality, public criticism by citing person
mental states information
Wrongness Actions Partial: Direct when No:
judgment coding for calling out declaring that a norm
intentionality person’s action; was violated
indirect when
affirming norm
Anger Anything (persons, Sometimes: Variable No:
behaviors, if directed citing only cause of
outcomes) at a person’s anger
motives
Event evaluation Events Minimal Indirect by No:

affirming norm

mere statement of
event valence
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specific information processing components that give
rise to blame judgments we are able to pinpoint, in a
later section, more precisely the involvement of
affect, emotion, and motivation. But we must first
fully capture the complexity of information process-
ing underlying blame.

Part 2: The Path Model of Blame

Overview

The model posits that blame judgments arise
within a conceptual structure already in place in ordi-
nary social cognition, involving concepts such as
cause, agent, intentionality, and reasons. Blame judg-
ments therefore rely on familiar psychological pro-
cesses operating over these concepts (Malle, 2005,
2008), including causal reasoning, intentionality
judgments, and mental state inferences. But in service
of generating a blame judgment, these concepts and
processes follow a logic of criteria. As posited ear-
lier, social acts of blame can be costly and require
warrant, and the cognitive judgments that underlie
such acts of blame are constrained by this require-
ment. Blame judgments therefore involve integrating
information relevant to certain critical concepts and
“testing” whether the criteria are met. A cognitive
system can either test a given set of criteria simulta-
neously to deliver the relevant judgment (Alicke,
2000; N. H. Anderson, 1991; Schlenker, Britt,
Pennington, Murphy, & Doherty, 1994) or rely on a
nested logic such that certain criteria are generally
tested first and, depending on their value, processing
of subsequent criteria is omitted, engaged, or termi-
nated. Processing en route to blame, we propose,
exploits such a nested logic by proceeding along par-
ticular paths, which are represented by the ordered
structure in Figure 2.

Within this structure, blame emerges if the social
perceiver

e detects that an event or outcome* violated a
norm; and
e determines that an agent caused the event.

If no agent (person or group) is causally linked to
the norm violation, the social perceiver may feel
angry, sad, or worried, but blame does not arise
because there is not target for it. If agent causality is
established, however, the perceiver

e judges whether the agent brought about the
event intentionally.

“Events are time-extended processes (e.g., a car skidding on ice;
a person firing a gun at someone), whereas outcomes are the results
of events (e.g., a damaged car; a dead person). Our model applies
equally well to both.

! Event Detection 1

z No No
Agent Causality ——> g,
Yesl
Yes . . No
Intentionality T
No
Obligation
h
Yes W
Reasons v Low/No
* Bl
Capacity ame
N
No
Degrees
of Blame

Figure 2. Concepts and processing paths in the Path Model of
Blame. Note. Obligation = obligation to prevent the event in ques-
tion; Capacity = capacity to prevent the event in question.

Once this judgment is made, two very different
information-processing paths lead to blame.

If the agent is judged to have acted intentionally,
the perceiver

e considers the agent’s reasons for acting.

Blame is then graded depending on the justifica-
tion these reasons provide—minimal blame if the
agent was justified in acting this way; maximal blame
if the agent was not justified.

If the agent is judged to have brought about the
event unintentionally, the perceiver

e considers whether the agent should have pre-
vented the norm-violating event (obligation)
and

e considers whether the agent could have pre-
vented the event (capacity).

Clarifications

We offer three points of clarification. First, there is
no restriction built into the Path Model regarding the
modes of processing (e.g., automatic vs. controlled,
conscious vs. unconscious) by which moral per-
ceivers arrive at a blame judgment. Any given
component’s appraisal (e.g., about agentic causality
or intentionality) may in principle be automatic or
controlled, conscious or unconscious, depending on
such factors as stimulus salience, existing knowledge
structures, cognitive load, and so on (Kruglanski &
Orehek, 2007; Reeder, 2009a; Van Bavel, Xiao,
& Cunningham, 2012). The burden of social warrant
puts pressure on moral perceivers to have access to
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criterial information content (causality, intentionality,
and so on), but how this information is processed
need not be accessible.

Second, the structure depicted in Figure 2 is a con-
ceptual hierarchy of fundamental social-cognitive
categories, so their default relationships are indeed
conceptual in nature. For example, wondering about
intentionality makes sense only for events that were
brought about by an agent, and people care about
the agent’s reasons only for intentional behaviors.
These relations hold because of how people under-
stand the concepts of agent, intentionality, and rea-
sons. But this conceptual hierarchy translates into a
default processing order when the information rele-
vant to these concepts must be acquired, probed, or
otherwise considered. For example, if the event is
underspecified, agency will be probed before inten-
tionality, which will be probed before reasons. (We
will offer direct evidence for this prediction later;
Guglielmo & Malle, 2013.) But the conceptual rela-
tionships also allow for more flexible relations at the
process level. For example, at times the perceiver
already knows or assumes some “later” information
component, or the available information settles multi-
ple concepts at once (e.g., reason information imply-
ing intentionality). In such cases the processing order
is loosened and the perceiver does not have to plow
through each processing step at a time. In a later sec-
tion (From Concepts to Process) we provide more
detail on the dynamics of information processing
within the overall conceptual structure.

Third, blame judgments should not be pigeonholed
as either “rational” or “irrational.” They are system-
atic in that they emerge from processing of predict-
able classes of information that stand in conceptual
relations to one another; but they are defeasible in
that the information processing involved is fallible;
the underlying evidence can be unreliable; and, as
with all other cognition, arriving at a blame judgment
is intertwined with emotion and motivation.

We now discuss each component of the Path
Model in detail and review supporting evidence from
past research.

Negative Event Detection

People blame others for something (Boyd, 2007).
En route to blame, perceivers therefore must first
detect an event that violates a perceived norm.” This

5The theory has no commitments toward drawing a sharp
boundary between moral and nonmoral norms because most non-
moral norm violations will trigger the same conceptual and proc-
essing mechanism we describe for moral norms, just with less
burden of warrant. For example, dressing the wrong way for the
opera will generate varying levels of criticism depending on
whether it was done intentionally or unintentionally, whether the
agent had an option to choose a different attire, and so on.

152

Type 2 moral judgment may seem to be a trivial con-
stituent of blame, but a number of interesting phe-
nomena occur at this stage.

Norms

Event detection requires a norm system against
which an event is categorized as a violation (Bartels,
2008; Mikhail, 2007; Nichols, 2002). This means that
organisms without a norm system are not capable of
blaming. The landscape of norms is of course vast
and variable and can be partitioned in multiple ways.
For example, J. Graham, Haidt, and Nosek (2009)
suggested that moral judgments arise in response to
distinct domains of violations, including harm, fair-
ness, authority, purity, and ingroup loyalty. Rai and
Fiske (2011) asserted that moral norms reflect
motives for maintaining and regulating different
social relationships. Janoff-Bulman and Carnes
(2013) distinguished between proscriptive norms
(that identify actions one should not perform) and
prescriptive norms (that identify actions one should
perform), which can apply to different targets: self,
other, and group. Whatever the most appropriate way
of characterizing the norms relevant for moral judg-
ment, detecting an event that violates a norm serves
as the critical first step for blame.

Event Detection Is Simple

Detecting moral events is a much simpler pro-
cess than making Type 3 judgments such as blame.
First, moral event detection does not require theory
of mind capacities. Individuals on the autism spec-
trum can reliably detect norm-violating events
(Zalla, Sav, Stopin, Ahade, & Leboyer, 2009) and
distinguish different violations from one another,
such as interpersonal from property damage
(Grant, Boucher, Riggs, & Grayson, 2005), moral
from conventional violations (Blair, 1996; Leslie,
Mallon, & Dicorcia, 2006), and moral violations
from merely disgusting events (Zalla, Barlassina,
Buon, & Leboyer, 2011).

Second, even though moral event detection is typi-
cally accompanied by evaluative responses (“this is
bad”), these evaluations are not necessarily affec-
tively rich, or affective at all (cf. Niedenthal,
Rohmann, & Dalle, 2003). Recent work has shown
that psychopaths, who do not have emotional
responses to others’ distress (e.g., Blair, Mitchell, &
Blair, 2005), are in fact capable of recognizing and
distinguishing moral violations (Blair, 1999; Dolan &
Fullam, 2010; Harenski, Harenski, Shane, & Kiehl,
2010),° including the popular difference between

®Blair (1995) reported that psychopaths were not able to distin-
guish moral and conventional norm violations, but subsequent stud-
ies showed that they were able to (Maxwell & Le Sage, 2009).
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“personal” and “impersonal” violations (Cima, Ton-
naer, & Hauser, 2010; Koenigs, Kruepke, Zeier, &
Newman, 2012). Even though psychopaths do not
care about norms (Cima et al., 2010; Maxwell & Le
Sage, 2009), they do recognize and differentiate
norm violations.

Similarly, patients with lesions in their ventro-
medial prefrontal cortex are characterized as having
disturbed emotionality (showing blunted emotional
experience, apathy, lack of empathy; Barrash, Tranel,
& Anderson, 2000), a condition sometimes dubbed
“acquired psychopathy” (Blair & Cipolotti, 2000).
But they, too, have no trouble detecting and differen-
tiating norm violations of various kinds, such as
moral vs. conventional (Saver & Damasio, 1991),
personal versus impersonal (Ciaramelli, Muccioli,
Ladavas, & di Pellegrino, 2007; Koenigs et al., 2007,
Moretto, Ladavas, Mattioli, & di Pellegrino, 2010),
and direct versus indirect harm (B. C. Thomas, Croft,
& Tranel, 2011).

Thus, it seems clear that detecting norm violations
and recognizing which norm is violated is a simple,
nondemanding process for the human mind.

Variety of Events

Norm-violating events come with varying amounts
of information. When the event is an outcome (e.g., a
scratch on one’s car door), very little is revealed, not
even whether an agent is involved. When the event is
a behavior, agent causality is assured and information
processing can immediately focus on intentionality.
The same is true for “nonbehaviors” such as omis-
sions or intentions; letting someone die or planning to
hurt someone are not physical movements, but they
imply the involvement of an agent, and the intention-
ality concept is activated.

Some norm-violating events are so prototypical
that subsequent concepts’ values are instantly set and
information processing is sped up (Fransson & Ask,
2010). For example, learning that a school shooting
occurred leaves no question about agent causality and
intentionality, nor would anyone wonder whether the
agent’s reasons for acting could justify the action. All
the relevant information is available upon detecting
the event and appropriate blame can ensue.

Finally, sometimes moral perceivers face com-
pound events, such as when a plan for one outcome
goes awry and a different outcome ensues. Such
events can combine neutral plans with mildly harmful
outcomes or mischievous plans with terrible out-
comes, occasionally even vicious plans with harmless
outcomes. Moral perceivers are able to assess both
the manifest (the norm-violating outcomes) and the
representations (e.g., norm-violating intentions), and
they systematically integrate the two (Cushman,
2008).

The Process of Event Detection

The mental process of detecting (and often evalu-
ating) a norm-violating event may rely in part on the
operation of moral “intuitions” based on ‘“moral
grammar rules” (Haidt, 2001; Mikhail, 2007). Some
norm violations—direct physical harm to another per-
son, for example—are quickly detected, and perhaps
more strongly weighted, with the help of somatic
responses (Cushman, Gray, Gaffey, & Mendes, 2012;
Damasio, 1994). More generally, people are highly
sensitive to negative events. Compared with positive
or neutral events, negative events command more
attentional resources, are more widely represented in
language, and exert a stronger impact on interper-
sonal behavior (Baumeister, Bratslavsky, Finkenauer,
& Vohs, 2001; Ito, Larsen, Smith, & Cacioppo, 1998;
Rozin & Royzman, 2001; Taylor, 1991). Once
detected, such events can trigger rapid evaluative
responses (Luo et al., 2006; Van Berkum, Holleman,
Nieuwland, Otten, & Murre, 2009) and activate the
moral judgment machinery by flagging the types of
norm violations that are worthy of further processing
(Mikhail, 2007).

But a rapid negative evaluation that “something
bad happened” does not constitute a judgment of
blame (Pomerantz, 1978). Blame arises in part from
assigning meaning to an event—a fundamental pro-
cess in social cognition. Finding meaning answers a
why question, resolving uncertainty by filling a gap in
understanding (Hilton, 2007; Malle, 2004). People
experience nagging why questions for a variety of
events, but particularly for negative ones (Malle &
Knobe, 1997a; Wong & Weiner, 1981). Thus, dete-
cting a negative event almost inevitably elicits an
attempt to find its meaning; and blame requires mean-
ing of a particular kind—one that involves an agent
who caused the negative event.

Agent Causality

For blame to emerge from the detection of a nega-
tive event, the perceiver must establish that an agent
caused the event (Shaver, 1985; Sloman, Fernbach, &
Ewing, 2009). Numerous studies have demonstrated
the crucial role of agent causality in assigning blame
(Cushman, 2008; Lagnado & Channon, 2008) and for
social perceivers from age 5 on (Shultz, Wright, &
Schleifer, 1986).

The agency concept, emerging early in infancy,
relies on features such as self-propelledness and con-
tingent action (Johnson, 2000; Premack, 1990). That
is not enough, however, to qualify as a morally eligi-
ble agent. Such moral eligibility requires that the vio-
lated norm applies to the agent by virtue of her role
or identity (Schlenker et al., 1994) and that the agent
is able to understand and remember norms to appro-
priately modify her behavior through intentional
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control (Guglielmo et al., 2009). If such abilities are
absent (e.g., in infancy or in certain mental or physi-
cal illnesses) blame will either not be assigned or be
decisively mitigated, in everyday life as in the law
(Alicke, 1990; Monroe, Dillon, & Malle, 2014,
Robinson & Darley, 1995, Chapter 5).

In most situations, agent causality will take on a
dichotomous Yes/No value. Other situations will call
for a graded value: when moral eligibility is partial or
uncertain (e.g., a 12-year-old murderer) or when cau-
sality is distributed across multiple agents or causal
factors (Spellman, 1997). But even just a modest
value of agent causality should suffice to activate the
next concept in the framework of blame: intentional-
ity. Regardless of how large an agent’s causal contri-
bution, the social perceiver will want to know
whether that contribution was intentional or
unintentional.

Intentionality

The Path Model postulates that an agent’s causal
involvement falls into two fundamentally different
categories—intentional and unintentional (Heider,
1958; Malle, 1999; Reeder, 2009b; White, 1995).
Recognizing a behavior as intentional is a core capac-
ity of human social cognition (Malle, Moses, &
Baldwin, 2001). It originates in infants’ ability to rec-
ognize goal-directed motion (Wellman & Phillips,
2001; Woodward, 1998) and to segment the behavior
stream into intention-relevant units (Baldwin, Baird,
Saylor, & Clark, 2001). The intentionality concept is
refined by children’s emerging understanding of
desire by age 2 (Meltzoff, 1995; Repacholi & Gop-
nik, 1997), belief by age 4 (Moses, 1993; Wellman,
Cross, & Watson, 2001; Wimmer & Perner, 1983),
and intention by age 6 (Astington, 2001; Baird &
Moses, 2001). This differentiation culminates in an
adult concept of intentionality that encompasses five
components—desire, belief, intention, skill, and
awareness (Malle & Knobe, 1997b). Even though
people are highly sensitive to these five components
in moral and nonmoral domains (Guglielmo & Malle,
2010a, 2010b; Malle & Knobe, 1997b, 2001), they do
not deliberate about the components each time they
judge whether a behavior is intentional. Instead, they
quickly recognize intentionality in everyday situations
(Barrett, Todd, Miller, & Blythe, 2005; Malle & Hol-
brook, 2012), often relying on perceptual cues (Scholl
& Tremoulet, 2000) or scripts (Schank & Abelson,
1977), and, for prototypical stimuli, determine inten-
tionality within a few hundred milliseconds of detect-
ing a behavior (Decety & Cacioppo, 2012).

Intentionality judgments are pivotal to social cog-
nition, regulating attention in interaction (Carpenter,
Akhtar, & Tomasello, 1998; Malle & Pearce, 2001),
as well as guiding explanations (Malle, 1999) and
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predictions of behavior (Malle & Tate, 2006).
Equally important is their role in moral judgment, as
people consistently blame intentional norm violations
more severely than unintentional ones (Darley &
Shultz, 1990; Gray & Wegner, 2008; Lagnado &
Channon, 2008; Ohtsubo, 2007; Plaks, McNichols,
& Fortune, 2009; Young & Saxe, 2009; see Dahourou
& Mullet, 1999; Ohtsubo, 2007, for non-Western
samples). Children as early as age 5 understand that
doing something bad intentionally is worse than
doing it unintentionally (Karniol, 1978; Shaw &
Sulzer, 1964; Shultz et al., 1986; Surber, 1977), and
criminal law systems across the United States,
Europe, Islamic cultures, and China incorporate
intentionality into their gradations of crime (Badar &
Marchuk, 2013).

Consistent with these data and previous theoretical
accounts, the Path Model asserts that intentionality
amplifies blame. But the Path Model’s novel and
unique claim is that intentionality judgments bifur-
cate the perceiver’s information processing (see
Figure 1). Just as people explain intentional and unin-
tentional behaviors in conceptually and cognitively
distinct ways (Malle, 2004, 2011), so do they search
for and respond to distinct information when morally
evaluating intentional as opposed to unintentional
events, as described next.

Intentional Path: Reasons

When moral perceivers regard the negative event
in question as intentional (the left path in Figure 2),
they consider the agent’s particular reasons for acting.
People infer reasons with ease (Malle & Holbrook,
2012), and they find it painful not to know the reasons
for someone’s action (Malle, 2004). Children explain
intentional actions with reasons from age 3 on
(Bartsch & Wellman, 1989), and by age 4 they can
tell whether one and the same action is good or bad
depending on the agent’s reasons (Baird & Astington,
2004).

Considering an agent’s reasons is an intrinsic part
of the moral perception of intentional actions because
these reasons determine the meaning of the action
(Binder, 2000; Scanlon, 2008)—what the action
reveals about the agent’s motives, beliefs, and atti-
tudes (Malle, 2004; Stueber, 2009). Taking into
account this social-cognitive information not only
characterizes blame as a person-directed judgment
but facilitates two other major responses to norm vio-
lations: behavior regulation (by intervening effec-
tively on what the agent wants, believes, and cares
about) and evasive action (by anticipating what the
agent will do in the future).

More specifically, reasons influence the moral
perceiver’s degree of blame because reasons can jus-
tify or aggravate the action in question. Justifications



Downloaded by [67.4.211.33] at 21:16 23 May 2014

A THEORY OF BLAME

have been treated mostly as the norm violator’s
attempt to mitigate blame through impression man-
agement (Darley, Klosson, & Zanna, 1978; Semin &
Manstead, 1983; Shaver, 1985); but equally impor-
tant is the moral perceiver’s consideration of reasons,
whether or not the violator offers them in defense.

Which particular reasons reduce blame by justifi-
cation or increase blame by aggravation depends
on such factors as communal and legal norms
(Alexander, 2009, Chapter 4; Shaver, 1985), the
perceiver’s ideology (Tetlock et al., 2007), and the
norm violator’s status and role (Polman, Pettit, &
Wiesenfeld, 2013; Riordan, Marlin, & Kellogg,
1983). Prototypical reasons that aggravate blame for
negative actions are asocial, selfish, or vengeful goals
(Reeder, Kumar, Hesson-Mclnnis, & Trafimow,
2002) and goals that predict further norm-violations,
such as stealing money to buy drugs (Tetlock et al.,
2007). Prototypical reasons that justify an otherwise
negative action include desires to serve a greater
good (Howe, 1991; Lewis et al., 2012; McGraw,
1987) and beliefs that one is threatened and therefore
permitted to harm another in self-defense (Finkel,
Maloney, Valbuena, & Groscup, 1995; Robinson &
Darley, 1995). Because it takes time to learn the
many shades of justifying and aggravating reasons,
children master the justification component of blame
only gradually between the ages of 5 and 9 (Fincham,
1982), later than other constituents of blame.

Unintentional Path: Obligation and Capacity
to Prevent

When moral perceivers regard a norm-violating
event as unintentional (the right path in Figure 2),
they process a complex array of information about
what should and could have happened, which is dis-
tinct from considerations of what caused the event in
the first place (Mandel & Lehman, 1996). They con-
sider to what extent the agent had an obligation to
prevent the negative event (e.g., due to role, relation-
ship, or context) and to what extent the agent had the
capacity to prevent the negative event (both the cog-
nitive capacity to foresee the event and the physical
capacity to actually prevent it). According to the Path
Model, only when moral perceivers explicitly ascribe
or implicitly assume an agent’s obligation and capac-
ity to prevent the event will they blame the agent for
the unintentional norm violation.

Evidence for the Impact of Obligation

Most studies of moral judgment hold obligation
constant, typically presenting stories in which the
agent unquestionably had an obligation to prevent the
negative event in question. Consequently, there is
sparse direct evidence for the impact of obligation on

blame judgments. When obligations have been empir-
ically examined, however, they have exerted consid-
erable influence. Hamilton (1986) reported that
people in higher positions of a social hierarchy are
subject to stronger obligations for preventing nega-
tive outcomes and are blamed more for those out-
comes when they occur. Similar effects of role
position were found in organizational contexts when
causality was ambiguous (Gibson & Schroeder,
2003) and even in cases of vicarious responsibility
(Shultz, Jaggi, & Schleifer, 1987).

Evidence for the Impact of Capacity

The impact of the cognitive capacity to prevent
(often labeled foreseeability) has been demonstrated
in adults as well as children from age 4 on (e.g.,
Nelson-Le Gall, 1985; Shaw & Sulzer, 1964) and is
the basis for the legal concept of negligence. Agents
who cause a norm-violating event that they foresaw
(or could have foreseen) receive more blame than
agents who cause a norm-violating event that they
did not and could not foresee (holding physical
capacity constant). In addition, Weiner (1995)
reviewed numerous studies in which the agent’s phys-
ical capacity to control an unintentional outcome was
a strong predictor of blame. For example, if a per-
son’s obesity is caused by an uncontrollable medical
condition, people don’t consider the person blame-
worthy for being obese. If, however, a change in diet
promises to counteract the person’s obesity (even in
the presence of the medical condition), the person
may be blamed for failing to pursue this course. Criti-
cal for the notion of capacity, therefore, is not only
which particular factors are seen to have caused the
negative event but which alternative options were
reasonably available to prevent the event. Indeed, in
Creyer and Guirhan (1997), a driver was blamed more
for a freak accident when a counterfactual preventive
action was made salient (putting on seat belts), and
Catellani, Alberici, and Milesi (2004) showed that a
perceiver’s focus on alternative actions that a rape
victim could have taken predicted the perceiver’s
judgments of preventability and, in turn, blame (for
parallel effects on self-blame, see Davis, Lehman,
Silver, Wortman, & Ellard, 1996). Similarly, victims
of sexual assault or severe accidents (Davis et al.,
1996; Janoff-Bulman, 1979; Janoff-Bulman & Wort-
man, 1977) often blame themselves because they
believe they could have prevented the negative out-
come (A. K. Miller, Handley, Markman, & Miller,
2010).

Relationship Between Obligation and Capacity

Typically less information is needed to determine
obligation (e.g., the agent’s role) than to determine
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capacity (e.g., the agent’s knowledge, skills, tools,
opportunities). It would therefore be inefficient for a
cognitive system to first assess whether the agent
could have prevented the negative event only to real-
ize that the agent had no obligation to prevent it.
Moreover, knowledge of obligations is often avail-
able as part of the event representation. For example,
when a pedestrian is killed in traffic, perceivers
immediately know that drivers have an obligation to
prevent such events. Considerations of capacity,
assuming unintentionality, would then follow. How-
ever, sometimes capacity information can strengthen
obligation—such as when a person’s knowledge
about risks creates an obligation to take special care
in preventing them—and if the person did not take
such precautions, counterfactual thinking (he should
have and could have ...) increase blame (Gilbert,
Tenney, Holland, & Spellman, 2013).

Comprehensive Evidence

The research cited so far has provided evidence for
the role of specific components of the Path Model of
Blame in isolation, but the complete model has not
been tested as a whole. A few studies have tested sub-
sections of the model. Boon and Sulsky (1997)
showed that when people assess hypothetical
breaches of trust in their romantic relationships,
blame judgments are acutely sensitive to variations in
intentionality and preventability. Participants in
Quigley and Tedeschi (1996) recalled a specific
instance in which someone had harmed them, and
structural equation modeling showed that ratings of
harm severity, intentionality, and (lack of) justifica-
tion predicted blame. Mikula (2003) proposed an
“attribution of blame model” of injustice judgments
and showed across five studies that judgments of
injustice/blame were guided by perceptions of causal-
ity, intentionality, and justification. Finally, Jones and
Kelly (2010) showed that deleterious effects of being
excluded from social information follow the same
principles as blame does: Information exclusion was
most negative when it appeared intentional; it could
be mitigated by justifying reasons; and when the
exclusion was unintentional, it was negative only
when perceived as preventable.

Beyond this evidence for partial configurations,
the first comprehensive tests of the Path Model have
been conducted recently in our own lab, and we sum-
marize them next.

Recent Tests of the Model

Information Acquisition

Perceivers often lack complete information
about negative events and must actively search for

156

additional information before arriving at a blame
judgment. Because of its hierarchical structure the
Path Model predicts a default order in which moral
perceivers seek out information or prioritize the
consideration of different types of information. It
holds that upon detecting a negative event, per-
ceivers will first seek information about causality,
then (if the event was agent-caused) about inten-
tionality, then (if the event was intentional) about
either reasons or (if the event was unintentional)
about preventability.

We examined these predictions in two comple-
mentary experimental paradigms (Guglielmo, 2012;
Guglielmo & Malle, 2014). In both, participants read
about a variety of norm-violating events and had
opportunities to acquire additional information in
order to determine who or what is to blame for the
event. In the “information search” paradigm, they
were allowed to ask questions about whatever they
wished to know (without any guidance as to the kinds
of information they might request), and the questions
were content coded into theoretically meaningful cat-
egories. In the “information offer” paradigm, partici-
pants received counterbalanced offers for particular
types of information (viz., the critical concepts of the
Path Model) and indicated, for each offer, whether
they wanted to receive that type of information.

The results of both paradigms supported the Path
Model. In the information search paradigm, people
asked questions about the relevant types of informa-
tion in the predicted order. When learning about neg-
ative events, people primarily asked questions about
agent causality; when learning about agent-caused
events, they primarily asked questions about inten-
tionality; and when learning about intentional actions,
they primarily asked questions about reasons. Unin-
tentional negative events frequently elicited prevent-
ability questions, though they also elicited questions
clarifying background details of the event or the
potential causal involvement of other individuals.

In the information offer paradigm, participants
were fastest and most likely to accept the predicted
types of information. For example, upon discovering
a negative event, they were most inclined to accept
causality information; upon discovering an agent-
caused negative event, they were most inclined to
accept intentionality information. Moreover, these
same patterns emerged even when participants had
minimal time (2,000 ms) to 